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Introduction. The modem theory of Markov processes has its origins in the studies of A. A. MARKOV
(1906-1907) on sequences of experiments "connected in a chain" and in the attempts to describe
mathematically the physical phenomenon known as Brownian motion (L. BACHELlER 1900, A. EIN
STEIN 1905). The first correct mathematical construction of a Markov process with continuous
trajectories was given by N. WIENER in 1923.
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An introduction to the theory of Markov processes mostly for physics students Christian Maes1
1Instituut voor Theoretische Fysica, KU Leuven, Belgium (Dated: 21 September 2016) Since about
200 years it is generally realized how uctuations and chance play a prominent role in fundamental
studies of science. The main examples have come from
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MARKOV PROCESSES 3 1. Stochastic processes In this section we recall some basic definitions and
facts on topologies and stochastic processes (Subsections 1.1 and 1.2). Subsection 1.3 is devoted
to the study of the space of paths which are continuous from the right and have limits from the
left.
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